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Webinar Agenda

9:00-9:05 Ground Rules and Webinar Topic Introduction
(G2M Research)

9:06-9:32 Sponsoring Vendor presentations on topic (9 minute each)

9:33-9:40 Key Question 1 (2-minute question; 2 minutes response per
vendor)

9:41-9:42 Audience Survey 1 (2 minutes)

9:43-9:50 Key Question 2 (2-minute question; 2 minutes response per
vendor)

9:51-9:52 Audience Survey 2 (2 minutes)

9:53-10:00 Key Question 3 (2-minute question; 2 minutes response per
vendor)

10:01-10:13 Audience Q&A (13 minutes)

10:14-10:15 Wrap-Up
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What is Scale-Out Flash Storage (SOFS)?

» Scale-Out Flash Storage (SOFS) solutions consist of the
combination of an SOFS software package and servers UF webservices

(typically) containing NVMe ™ storage devices. ”

» SOFS evolved from Software-Defined Storage (SDS),
but scales out to hundreds or even thousands of nodes.

» SOFS also borrows heavily from the DAS-centric
storage architectures utilized by hyperscale companies
(AWS, Google, Azure, Facebook, and the BATSs).

» Utilizing NVMe over Fabrics as a backbone, SOFS
solutions can provide remote file system access across
large number of servers and storage appliances with
SSDs, but with local-like performance and latency.
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Why Is SOFS Successful When SDS Struggled for Acceptance?

» SDS was built around a handful of storage appliances connected to
compute nodes over Ethernet, usually NFS or iSCSI

— Storage appliances connected to back-end storage (JBODs) via SAS or
SATA with limited flexibility due to SAS/SATA networking limitations

— To users, SDS solutions looked just like storage array-based SAN or NAS
deployments, but (typically) at a lower cost and with lower performance

— SDS was essentially a “poor-man’s SAN”

» SOFS uses NVMe Over Fabric™ (NVMe-oF ™) to connect storage,
compute nodes

— Nodes can be compute nodes, storage nodes, or both — no differentiation
— Completely flexible/composable network topology
— Remote storage performance approaches local storage performance

» This allows SOFS solutions to easily scale to thousands of nodes
» Also eliminates the “how much storage where” issue

6 © 2020 G2M Research. All rights reserved.
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Company Overview
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Customer Successes
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Deep Learning - Data Centric Use Cases
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Intelligent 5G Edge - Bigger Than The Cloud !

® Training / Inferencing testing CLOUD/ CORE
® Application specific processing Data Centers
® High cost Thousands

e Edge Aggregation
® Tagging / High Ingest

® |nferencing

® Time sensitive

® Task specific processing
® | ow cost
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Al 2.0 Market-scape - Use cases
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Al 2.0 Workflow last mile problem - Storage
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Storage is Broken Into “Islands Of

Com
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WekalO - Creating a New Storage

Accelerated DataOps

= Fastest time to market (performance)
= Actionable Intelligence (Analytics, Al)
= Collaboration (shareability)

= Mixed workload support (small, large
|/0)

= Cloud native, hybrid cloud
= Enterprise Ready
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Weka: Full-Featured and Flexible
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Extend File namespace over object tier
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Accelerated DataOps for Data Scientists, CDO’s, CAO’s

® I[mprove productivity and faster time to .
market and value WekalO

- accelerate large scale data pipelines with T
reduced epoch times, fastest inferencing sy

and highest images / secs benchmarks

- run entire pipeline on the same storage
backend

- Faster than local storage

30% better utilization results into $1.13M in savings for 10 node
GPU cluster with 3 Data scientists, over 3 years
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Accelerated DataOps for Data Scientists

® Data compliance and security

- in-line, no-impact encryption support enables compliance Pillars of Al Trust
® Manage data pipelines at the Edge Aggregation, Core L
Datacenter and Cloud STy
- SaaS offering in public cloud for cloud bursting and test Integrity
saa Integriy

e Explain-ability and Reproducibility for experiments

- Snap2object retains versions for reproducibility and
explain-ability
- instant snapshots make it easy to maintain versions

- Data mobility by moving snap2object to public cloud and
rehydrate

Reproducibility
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Highest Performance to GPU Servers

Read Performance (Single GPU Client)
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Accelerated DataOps for Data Engineers

® Best TCO, with performance at scale

- leverage NVMe flash for performance and object
store for capacity

- built in data protection eliminates need for
another solution
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WekaAl for Accelerated DataOps - Small / Medium /

Large Bundles
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Lightbits Team accomplishments and contributions in the NVMe Space

Direct-attached Rack-scale Cloud & Hyper-scale
High-performance PCle SSDs Remote NVMe SSDs over NVMe across the data-center
RDMA or FC fabrics. TCP/IP fabric
2009 - 2013 2014 - 2016 2017 - 2018
First NVMe SSD controller Defined NVMeoF Pioneered NVMe/TCP in
Adopted by top Hyperscalers and First NVMe-rack-scale storage collaboration with industry leaders
all-flash-arrays solution Contributed initiator code to
First Linux & VMware drivers upstream kernel

First NVMe/TCP product
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Co-dependence driving rapid change

i} | — @
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Flash cost dropping Bandwidth is cheap! Storage growing Operational efficiency
..but QLC needs Low latency the norm faster than compute Hyperscale innovation
special treatment Speeds rapidly Move to Cloud native IS tomorrow's
Increasing applications enterprise practice

Need: simple & efficient storage scaling independently of compute
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Transition to Cloud-Native Applications

. RocksDB

AN

MySOolL:

SEETKE

PostgreSQL

NoSQL, In-memory, Distributed

They All Share:

Need for low latency and high bandwidth
Need for consistent response time

Deployed on local flash (NVMe)
Usually bare-metal

They All Suffer From:

Poor local flash utilization

Long recoveries detrimental to network
Physical ties to application servers
Flash endurance issues
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LightOS: The Modern Data Center Storage Solution
Disaggregated, virtualized NVMe over TCP that performs like local flash

High performance software-defined storage
Scale storage & compute independently
Standard infrastructure: Client/Servers, networking, protocol
Reduce cost:
Maximize utilization
Increase Flash endurance

Improve Operational efficiency

Rich data services in software or hardware (optional)
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Scale-out, Distributed Databases

One example, many different kinds

+  Difficulty meeting SLAs

- |If a server fails, full drive rebuild
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Scale-out, Distributed Databases with NVMe/TCP

More uptime, faster recovery, higher utilization = lower TCO

LightOS Server(s)
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Benefits:

Local NVMe drive performance
Drive failures have no effect on
applications

Volumes can be any size and thin
provisioned

On server failure, a replacement

instance can be launched anywhere:

recovery takes seconds to minutes
Lessens network impact

Higher uptime, increased SLAs
Reduced SKU count
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Summary - Lightbits Differentiation

Utilize disaggregated NVMe SSDs as a remote low-latency pool at local flash speeds

1

Bring Your Own
Hardware

Software-defined
solution

Runs on
commodity
storage server
HW

Standard NVMe
SSDs

8

Global Flash
Management

Thin provisioning
Compression
Data protection
QoS services
Higher Endurance
QLC optimized
Optional HW
accelerator

%

No change in network

(NVMe/TCP)

TCP/IP network
infrastructure -
ubiquitous,
simple & efficient
Run on standard
Ethernet NICs

Don’t touch clients

(Target side solution)

e No proprietary
client software

e High availability
targets with ANA

e Standard
NVMe/TCP client
driver
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Excelero Elastic NVMe
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Modern data centers run increasingly data-intensive workloads

Cloud, HPC and Al are converging into the High-performance Datacenter

é Storage

* Maximize NVMe
utility
+ No hardware lock-in

+ Easy to scale
and manage

Compute Linked [T} Modern Data Centers — Cloud and Edge

+Maximize GPU technicolor Are adopting new Al, ML & HPC workloads
IR

Utilization

* Noarget ‘f.?l Double capacity & processing every 18 months
: Need to maximize data center ROI: compute,
& giamond : .
storage, networking, applications

Applications i, | Dopar
» Reduce hardware Deutsche Bank

* Lower license costs & Orange Cloud

g ""..”. Department of
walth

* Deterministic performance
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NVMesh is SOFS

Elastic Pool of NVM

Standard Servers with NVMé

Elastic NVMe through NVMe virtualization
Distributed architecture: no controller bottleneck
Local NVMe performance across the network
Works with any local or distributed file system
Leverage RDMA, TCP/IP or NVMe-of
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NVMesh is SDS
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100% Software-only — leverage any hardware
Lowest overhead — maximize datacenter ROI

Separates the data plane, control plane and
management plane

Converged or disaggregated architecture

Choose any data protection
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Successful with partners

Tens of production customers!
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Panel Question #1

» Each of you has deployed a large number of SOFS solutions.
What do you see as the leading use cases for SOFS?
—Weka.lO
— Lightbits Labs
— Excelero
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Audience Survey Question #1

» Does SOFS look like a solution that makes sense for your organization?
(check one):

- Definitely; we have several potential SOFS use cases: %
- Probably; we have one/a few SOFS use cases: %
- Maybe; would likely evaluate SOFS as a solution: %
 Probably not; we would likely continue to acquire

array-based storage solutions: %
- Don’t know/haven’t studied SOFS as a solution: %

41 © 2020 G2M Research. All rights reserved. ( i 2 M
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Panel Question #2

» What best practices would you suggest to a potential customer
using a SAN or NAS storage solution today who is looking to

migrate to an SOFS solution?
— Lightbits Labs

— Excelero
—Weka.lO
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Audience Survey Question #2

» How do you see SOFS fitting into the overall storage solutions
environment? (select one):

- It is a game-changer — we see it as the leading way

to deploy storage in the near-future: %
- It is very important — we see it eventually replacing

classical storage arrays over time: %
- It is a useful “tool in the toolbelt” that gives our

organization new storage options: %
* It is interesting, but is likely a “niche” technology: %
- We don't see it as a relevant technology: %

43 © 2020 G2M Research. All rights reserved. ( i 2 M
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Panel Question #3

» Hybrid cloud and private cloud architectures are becoming
commonplace in enterprises today. What advantages do SOFS
solutions have over array-based storage solutions in this regard?
— Excelero
— Weka.lO
— Lightbits Labs
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Audience Q&A
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